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Abstract
Building efficient distributed transactional databases remains
a challenging problem despite decades of research. Existing
distributed databases synchronize cross-host concurrent data
accesses over a network, which requires numerous message
exchanges and introduces performance overhead.

We describe Tigon, the first distributed in-memory database
that synchronizes concurrent cross-host data accesses using
atomic operations on CXL memory. Using CXL memory is
more efficient than network-based approaches, but Tigon’s de-
sign must address CXL’s higher latency and lower bandwidth
relative to local DRAM, as well as CXL’s limited hardware sup-
port for cross-host cache coherence. For TPC-C and a variant
of YCSB, Tigon achieves up to 2.5× higher throughput com-
pared with two optimized shared-nothing databases that use
CXL memory as a transport and up to 18.5× higher throughput
compared with an RDMA-based distributed database.

1 Introduction

Despite decades of research, efficiently scaling a transactional
database to multiple hosts remains a challenging task due to
the complexities of data synchronization and concurrency
control across hosts [17, 33, 48, 49, 56, 61, 66, 77, 85]. Existing
distributed databases synchronize cross-host concurrent data
accesses over a network, which introduces high and variable
overhead due to cross-host message exchanges and high
network latencies. For example, traditional shared-nothing
databases partition data across hosts and let each host process
all read/write operations to its partition [17, 33, 56, 66]. The
performance of this architecture drops significantly when the
database needs to process a large number of multi-partition
transactions, that is, transactions that need to read or write data
in multiple partitions and will be executed by multiple hosts.
Multi-partition transactions are costly due to numerous mes-
sage exchanges between hosts and the two-phase commit (2PC)
protocol necessary to complete them [23, 48, 49, 61, 77, 85].

A recent line of research leverages RDMA to accelerate

distributed transaction processing [4, 13, 20, 21, 32, 62, 71–73].
Many papers adopt an RDMA-based shared and disaggre-
gated memory architecture to avoid multi-partition transac-
tions [19, 44, 75, 78–80, 87]. However, the latency for memory
access through RDMA networks is one to two orders of magni-
tude higher than local DRAM [26] and synchronizing concur-
rent read/write operations to database tuples through RDMA
networks is still expensive, because round trips on RDMA-
based networks have latencies in the microseconds range.

This paper proposes a new direction for building distributed
transactional databases: instead of synchronizing cross-host
concurrent data accesses over a network, we propose synchro-
nizing these accesses directly through memory, leveraging the
capabilities of emerging CXL technology. CXL memory is
a memory module that can be physically connected and shared
by a small number of hosts (e.g., 8–16 [6, 45]). The CXL
protocol allows CPUs to directly access CXL memory using
normal load and store instructions, and it provides much lower
latency compared with RDMA-based shared memory. With
CXL version 3.0 (and in 3.2 [2], which is the current version
as of this writing) the specification allows CXL memory to
be shared across hosts with hardware cache coherence, which
provides new opportunities for cross-host data sharing and
data synchronization. We call a collection of machines that
share CXL memory a CXL pod [11, 29, 74, 86].

While CXL memory has advantages over RDMA and other
networking technologies, it must be used with care. CXL mem-
ory has two major limitations: 1) it has higher latency (214-
394 ns vs. 111-117 ns) and lower bandwidth (18-52 GB/s
vs. 218-246 GB/s for a read-only workload) compared with
local DRAM, as measured on hardware prototypes in a re-
cent study [47]. and 2) only a small part of the physical CXL
memory space, ranging from dozens to hundreds of MBs, will
be kept hardware cache-coherent as reported in recent work
from AMD [30]. Higher latency and lower bandwidth means
a database cannot simply place all its data in CXL memory if it
wants to achieve peak performance. Limited hardware cache-
coherent memory means that database synchronization struc-
tures must be reorganized to minimize the use of this memory.
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Figure 1: Tigon on a CXL pod.

In this paper, we introduce Tigon1, the first distributed in-
memory database that leverages CXL memory for efficiently
synchronizing cross-host concurrent data accesses. Tigon
benefits from the performance of CXL memory while avoiding
CXL’s weaknesses, based on a key insight about general
transactional workloads: while the size of a database could be
large, the size of the set of tuples that will be concurrently read
or written by running transactions from different hosts is small.
This is because each transaction typically accesses a small
number of tuples (e.g., from a few to dozens) and the number
of concurrently running transactions is typically equal to the
number of available CPU cores for an in-memory database. For
example, in TPC-C [7], a transaction accesses an average of 39
tuples, with a total data size of approximately 7 KB. Assuming
1,000 cores, each core executing one transaction, the system
has at most 39K active tuples, which amount to 7 MB of data.
We call such a set of tuples the Cross-host Active Tuples or
CAT for short. We design Tigon to efficiently maintain the
CAT in CXL memory, thereby increasing performance by
converting multiple message exchanges into data structure op-
erations. Because the data structure needs to contain only data
that is currently shared, Tigon’s performance is not limited by
CXL’s inferior latency and bandwidth relative to local DRAM.

Tigon initially partitions data across hosts as shown in
Figure 1 and dynamically maintains the CAT in CXL memory.
Cross-host concurrent accesses to the CAT can be efficiently
synchronized using atomic operations, metadata (e.g., database
latches), and hardware cache coherence, allowing Tigon to
adopt a single-host concurrency control protocol to ensure
transaction semantics without using 2PC. If one host needs to
access a tuple stored in a remote host, Tigon moves the tuple to
shared CXL memory. The data shared in CXL memory will be
moved back to its original host based on a system policy that
considers access patterns to the shared data. In addition, each
host can retain the data accessed exclusively by that host in
local DRAM, leveraging its low latency and high bandwidth.

Tigon addresses two broad challenges for maintaining
the CAT in CXL memory. First, maintaining the CAT in
the limited hardware cache-coherent region may introduce
frequent data movement between local DRAM and CXL
memory, increasing CXL memory bandwidth usage and the
latency for processing a transaction. Tigon addresses this

1A Tigon is a hybrid of a male tiger and a female lion.

challenge with an efficient software cache coherence protocol
that enables it to use CXL memory that is not kept coherent
by hardware. Tigon uses the capacity of this large software
cache-coherent region for database data, which reduces the
need for data movement. Tigon also reduces data movement
with common sense optimizations like only copying updated
tuples from CXL memory back into local DRAM.

Indexes and certain metadata (e.g., database latches) require
intensive synchronization across hosts, which is efficiently
provided by atomic instructions operating on hardware cache-
coherent memory. A key design principle for Tigon is to sep-
arate data by synchronization requirements: synchronization-
heavy metadata (e.g., indexes and latches) is stored in the hard-
ware cache-coherent (HWcc) region, while other data (such as
tuples) is stored in the software cache-coherent (SWcc) region,
as illustrated in Figure 1. Databases already have synchroniza-
tion primitives to ensure the integrity of tuples under concurrent
accesses, so we co-design Tigon’s software cache coherence
protocol with the database’s mechanism for protecting the
integrity of tuples to minimize synchronization overhead.

The second challenge Tigon addresses is to efficiently access
data and provide transaction semantics (i.e., ACID properties)
while data is moving between local DRAM and CXL mem-
ory. To do so, Tigon utilizes database latches and indexes to
provide efficient access to the CAT under data movement and
enhances concurrency control (i.e., two-phase locking (2PL)
and next-key locking) and logging protocols to ensure transac-
tion semantics without using 2PC. First, for a tuple moved to
CXL memory, the owner host can cache a shortcut pointer to
quickly find this tuple without searching the CXL index in CXL
memory, reducing latency and CXL memory bandwidth usage.
The challenge is to ensure its correctness under concurrent data
movement. Second, we enhance 2PL to work together with a
scalable logging protocol [82] such that Tigon, running on mul-
tiple hosts, does not need to use 2PC when committing transac-
tions. Finally, we design an enhanced next-key locking proto-
col that maintains minimal additional metadata for each tuple to
avoid the phantom problem [24]. We also design a lightweight
data movement policy that keeps tuples that will most likely
be exclusively accessed by a single host in local DRAM.

The novelty of Tigon lies in its use of inter-host CXL mem-
ory to accelerate transaction processing, while avoiding the
performance pitfalls of using CXL memory naïvely. Tigon uses
inter-host CXL memory to accelerate message passing, but it
also reduces the need to pass messages by using data structures
in inter-host CXL memory that are synchronized via atomic
operations. The result is greater throughput for transaction
processing, especially transactions that access data from mul-
tiple partitions. Experiments on TPC-C and a variant of YCSB
demonstrate that Tigon achieves up to 2.5× higher throughput
compared with two optimized shared-nothing databases using
CXL memory as a transport and up to 18.5× higher throughput
compared with an RDMA-based distributed database.

While prior research has explored improving the efficiency



of databases using CXL memory [8,10,39,60], none considers
leveraging limited hardware cache-coherent memory for build-
ing an efficient distributed database. This work is also different
from prior research on memory tiering and pooling [22, 45,
54, 59, 65], which makes CXL memory available to applica-
tions transparently, placing the burden of memory management
and data migration to system software (or software and hard-
ware [83]). Tigon, in contrast, is built to explicitly move data
to and from CXL memory shared among multiple hosts and
explicitly allocates CXL memory and places data structures
in either the hardware or software cache-coherent regions.

This paper makes the following contributions:
• We introduce the first distributed in-memory database that

synchronizes cross-host concurrent data accesses via atomic
operations on CXL memory.

• We address the hardware limitations of CXL memory by
maintaining the CAT in CXL memory and using a software
cache coherence protocol to reduce the cost of maintaining
the CAT (§3.2).

• We design new methods for efficiently accessing the CAT
under data movement and enhance concurrency control and
logging protocols to ensure transaction semantics without
using 2PC (§3.4 and §3.5).

• We implement Tigon (https://github.com/ut-datas
ys/tigon) and perform extensive experiments that show
its performance advantages over shared-nothing databases
and an RDMA-based distributed database (§4).

2 CXL Pod Background and Challenges

Compute Express Link (CXL) is a high-performance, open-
standard interconnect for communications between CPUs,
devices, and memory based on PCIe 5.0 and 6.0. CXL memory
is a memory module connected to one or multiple hosts and
has different characteristics depending on the CXL specifica-
tion [2] version and the type of device. Type-3 CXL devices are
memory expanders (that use the CXL.mem protocol), with the
version 1.1 CXL specification allowing a single host to access
PCIe-connected memory in a cache-coherent manner. CXL 3.0
and the most recent CXL 3.2 specify cacheline-granularity
memory sharing and cache coherence across multiple hosts.

A recent study [47] shows that CXL memory has signifi-
cantly higher latency (214-394 ns vs. 111-117 ns) and lower
bandwidth (18-52 GB/s vs. 218-246 GB/s for a read-only work-
load) compared with local DRAM. Exact bandwidth depends
on the specific hardware prototype and the memory access
pattern. Another study [64] reports 11.7 GB/s sequential read
bandwidth, but falls as low as ∼5 GB/s for other access pat-
terns.
CXL pod. A CXL pod [11, 29, 74, 86] includes a small
number of machines (e.g., 16) that connect directly to a
shared CXL memory module via multiple ports (called a
multi-headed device [2] (MHD)). The advantage of an MHD

is that it allows multiple hosts to connect to a single memory
device without a switch, which adds significant latency. This
scale of configuration provides rich computing resources for
transactional databases and has small latency and bandwidth
penalties compared with a single host [45].

A CXL pod is an intermediate organization between a
shared-memory multi-processor and a distributed system. The
pod has hosts with local, hardware cache-coherent memory.
Each host also connects to a single, shared CXL memory mod-
ule. The inter-host CXL memory supports limited (and ex-
pensive) hardware cache coherence. There is a long debate in
computer architecture as to the limits of scalability of SMP ma-
chines [36, 53], but the pod provides a new set of tradeoffs. We
built Tigon to navigate this novel and complex tradeoff space.

CXL memory devices that can be used in a CXL pod
exist, notably SK Hynix’s Niagara 2.0 [6] and a Microsoft
prototype [11]. The former is limited to 8 hosts, and the latter
to 2. Neither supports hardware cache coherence, but their
latency and bandwidth are broadly similar to our evaluation
testbed (§4). Tigon is designed for CXL devices with some
hardware cache-coherent memory. Designing a database
to be efficient without hardware cache-coherent memory is
worthwhile future work.

Comparison to NUMA and RDMA-based architectures.
NUMA and CXL memory share some architectural properties,
but detailed studies show that NUMA behavior often differs
significantly from CXL [31, 64]. In our experience building
Tigon, we found that a NUMA platform served as an infor-
mative proxy for CXL, but much of our system tuning was
specialized to CXL (e.g., CXL bandwidth is much lower than
NUMA bandwidth on our testbeds). RDMA-based distributed
databases are more scalable in terms of the number of nodes in
the system because they use explicit addressing and switches,
but they have a higher latency, in the microseconds range.

Hardware limitations of CXL memory. Three properties
of CXL memory make it challenging to use for a database:
(1) it has higher latency than local DRAM; (2) it has lower
bandwidth than local DRAM; (3) it has limited hardware
cache-coherent memory capacity. The high latency and low
bandwidth means any system that uses CXL memory must
lean heavily on the performance of local DRAM. Data can
be copied into and out of CXL memory, but too much data
movement will overwhelm its limited bandwidth.

Why inter-host hardware cache coherence is limited. The
CXL standard, starting from 3.0, provides support for inter-
host hardware cache coherence through back-invalidations,
that is, the CXL device includes a snoop filter (similar to
processor snoop filters) for managing coherence. However,
providing cache coherence for the entire CXL memory address
space will be too expensive to be practical due to the size of
the snoop filter required and the metadata overhead, as shown
by AMD [30]. There is no theoretical reason for the limitation,
it is purely practical. There is a fixed area budget for the CXL

https://github.com/ut-datasys/tigon
https://github.com/ut-datasys/tigon


controller that is consumed by ports and control logic [11].
Snoop filters for the entire CXL memory address space would
be large because they must track all cacheable data for every
host. As an extreme example, Intel’s Granite Rapids 6980P
processor would require tags for 16×504 MB, or 7.9 GB of
cacheable data. Snoop filters that are cost effective will cover a
much smaller region. In order to control costs and complexity,
vendors will limit the size of the hardware cache-coherent
region of CXL memory devices. Because we do not have exact
figures, our study varies the amount of available hardware
cache-coherent memory to evaluate its impact (§4).

Failure model. We assume a fail-stop model, and achieve
durability using logging. Logs are written to local SSD devices.
A failure of any component causes a failure of (and subsequent
recovery for) the entire system.

3 Tigon Design and Implementation

Tigon is a distributed in-memory database designed to run
transactions efficiently on a CXL pod. Unlike traditional
distributed databases, Tigon exploits unique features of the
CXL pod to lower the overhead of cross-host coordination and
significantly increase transaction throughput.

3.1 Tigon Overview

Architecture. Tigon adopts the Pasha architecture [29], where
data is initially partitioned across the hosts of the CXL pod and
dynamically moved between local DRAM and CXL memory.
Each host is the owner of a disjoint partition of the data. It
stores its partition in local DRAM and accesses this partition
with low latency and high bandwidth. When data is accessed by
its owner host, no cross-host coordination is required. When a
host wants to access data it does not own, it requests the owner
to move the data to shared CXL memory such that Tigon can
maintain the cross-host active tuples (CAT), the set of tuples
that are concurrently read or written by active transactions run-
ning on different hosts, in CXL memory. Shared data requires
synchronization across hosts; hosts synchronize using latches
and locks in the hardware cache-coherent part of CXL memory.
Hosts communicate with each other by sending messages
using CXL memory as a transport, similar to HydraRPC [50].

Software cache coherence (§3.2). Tigon introduces a novel
software cache coherence protocol for CXL memory because
most of the physical CXL memory space will lack hardware
cache coherence support. The chief insight is that hardware
support for cache coherence is only required for key metadata,
such as latches and locks, that are frequently accessed by
multiple hosts; by carefully limiting the size of such metadata
and strategically placing it in the hardware cache-coherent
region, Tigon can provide software cache coherence using the
database’s existing concurrency control techniques. Software
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Figure 2: An example transaction workflow in Tigon.

cache coherence allows Tigon to use much more CXL memory
than the limited hardware cache-coherent region.

Handling concurrency (§3.4). Tigon needs to manage concur-
rency: both among threads within a host, and between hosts.
Tigon utilizes database latches and indexes to efficiently access
the CAT even when data is dynamically moving between local
DRAM and CXL memory. Tigon adapts concurrency control
protocols, two-phase locking (2PL) and next-key locking, to
ensure serializability while maintaining the CAT.

Avoiding two-phase commit (2PC) (§3.3 and §3.5). 2PC
adds considerable overhead to transactions as it requires two
rounds of message exchanges. Avoiding 2PC requires a single
host to execute and log all database modifications involved
in a transaction, enabling a host to commit its transaction
locally. Tigon avoids 2PC based on two insights. First, by
maintaining the CAT in CXL memory, a single host can
complete all modifications to database tuples required by a
transaction (e.g., by taking locks on CXL-resident structures).
Second, although transaction execution in Tigon may involve
modifying indexes of other hosts, indexes can be reconstructed
from the database tuples during recovery, avoiding the need to
log index modifications. As a result, only tuple changes need
to be logged at the host executing the transaction to ensure
atomicity and durability. Combining these two insights, a
single host executes all transaction operations (excluding data
movement and modifications to indexes of other hosts) and
logs tuple modifications. We adapt a logging protocol [82],
which was designed for scalability, to avoid 2PC.

Example transaction workflow. Figure 2 shows an example
transaction workflow in Tigon. The database stores key-value
pairs (e.g., tuple (A, 6) has key A and value 6). The example
transaction (transaction 1) reads tuple A and writes tuple C,
and is executed by a worker thread on Host 1 (its transaction
worker).

1. The transaction worker acquires the read lock for tuple
(A, 6) using 2PL. It then reads tuple (A, 6).

2. To write to tuple (C, 0), which is stored in Host 2, the
transaction worker sends a message to Host 2 to request
a move of (C, 0) to CXL memory.

3. A worker thread on Host 2 moves (C, 0) to CXL memory.
4. The transaction worker acquires the write lock on tuple

(C, 0) and updates it to (C, 9).
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5. The transaction worker of transaction 2 needs to access
the tuple for key C at the same time; it finds (C, 9) in CXL
memory is locked and aborts transaction 2 to prevent
deadlocks (using the NO_WAIT policy).

After the transaction worker finishes transaction 1, it commits
the transaction without any further messages to Host 2 or using
2PC, since it executes all operations of transaction 1 itself and
has all the log records of the changes transaction 1 has made
to the database. In this example, the CAT is the single tuple
with key C.

3.2 Data Organization & SW Cache Coherence
We now describe how Tigon organizes data and implements
software cache coherence. Figure 3 shows an overview of the
data organization in Tigon.
Partitions and local row. Tigon organizes data into tables
and partitions them across hosts. Tigon stores the partitioning
function in a shard map and replicates it across hosts (not
shown in the figure). Each host uses the shard map to find
the host that owns a certain tuple, as do many partition-based
distributed databases [1, 18, 33, 77]. Partitions are initially
stored in each host’s local DRAM. Data is stored in the form
of local row. Each local row contains the following:
• Latch for mutual exclusion (local-latch)
• Locking metadata for 2PL (2pl-lock)
• Pointer to the tuple in CXL memory (shortcut-ptr)
• Flag indicating whether the tuple is valid (is-valid)
• Field used for logging (epoch-version)
• Database tuple (tuple)

Data and metadata in CXL memory. Tigon maintains the
CAT in CXL memory. To minimize hardware cache-coherent
(HWcc) memory usage while still enabling efficient cross-host
synchronization on tuples moved to CXL memory, Tigon
stores the metadata needed for intensive cross-host synchro-
nization in the HWcc region and everything else (i.e., databse
tuples and other metadata) in the CXL memory region that

is not hardware cache-coherent (non-HWcc). If a local row is
moved to CXL memory, Tigon divides it into an HWcc record
stored in the HWcc region and an SWcc row stored in the
non-HWcc region. We develop a software cache coherence
protocol to enable cacheable reads of the SWcc rows.
HWcc record and SWcc row. Each SWcc row contains the
is-valid, epoch-version, and tuple fields, similar to a
local row. Each HWcc record occupies 8 bytes and contains
the following fields:
• 1-bit exclusive latch for mutual exclusion (HWcc-latch)
• 8-bit locking metadata for 2PL (2pl-lock)
• 1-bit flag supporting next-key locking (has-next-key)
• 1-bit flag indicating whether the tuple has been modified

since being moved to CXL memory (is-dirty)
• 1-bit supporting the CLOCK policy (clock-bit)
• 16-bit bitmap for software cache coherence (SWcc-bitmap)
• 36-bit pointer to SWcc row (SWcc-row-ptr)
The SWcc-row-ptr stores an offset relative to a base memory
pointer. It can represent up to 64 GB of memory space, and
is large enough for storing the data that needs to be frequently
accessed across hosts in a transactional database. If the offset
is defined at the granularity of cachelines, the addressable
tuple storage expands to 2 TB (i.e., 236×26 bytes).

The is-dirty bit allows the owner host to read clean tuples
from local DRAM instead of CXL memory, significantly
reducing CXL memory bandwidth usage.
Indexes and shortcut pointer. Tigon maintains two types
of indexes: local index and CXL index. Each host maintains
a local index in DRAM, which maps a primary key to a
local row, for its own partition of each table. Local indexes
are used by each host to find the tuples that it owns. Tigon
maintains a primary index in the HWcc region (the CXL index)
for tuples from the same table and partition that are resident
in CXL memory. If a tuple is moved to CXL memory, the
local row includes a pointer, shortcut-ptr, that points to the
corresponding HWcc record, which in turn has the SWcc-row-
ptr that points to the SWcc row. Otherwise, the shortcut-



ptr is NULL. Tigon pays the price of storing the shortcut-
ptr in a local row to efficiently access a tuple moved to CXL
memory without searching the CXL index. As tuples are
moved between local DRAM and CXL memory, the owner
host updates the CXL index while each non-owner host uses
the CXL index to find tuples that it does not own.

Example. We use the example in Figure 2 to explain the data
organization. Initially, the table is partitioned across the two
hosts. Tuple (A, 6) belongs to the partition owned by Host 1 and
is stored in the local DRAM of Host 1. So theshortcut-ptrof
the local row is NULL. When transaction 1 from Host 1 needs to
access tuple (C, 0), Host 2 moves this tuple to CXL memory by
creating an HWcc record and an SWcc row, setting the SWcc-
row-ptr of the HWcc record to point to the SWcc row, and
inserting the HWcc record to the CXL index. It will also set the
shortcut-ptr of the local row to point to the HWcc record.
Host 1 can now get tuple (C, 9) using the CXL index.

Data movement policy. Tigon moves tuples to CXL memory
upon request. If a host’s HWcc memory usage exceeds a
predefined threshold, it will move a tuple it owns from CXL
memory back to local DRAM. Ideally, a host prioritizes
moving tuples least likely to be accessed by non-owner hosts
in the future back to local DRAM. This makes the Least
Recently Used (LRU) policy a natural fit. Under LRU, the
tuple least recently accessed by a non-owner host is moved
back to local DRAM. However, maintaining the metadata
required for LRU is expensive; LRU requires maintaining a
linked list across tuples in CXL memory and updating this list
for every access from a non-owner host.

To reduce overhead and minimize the HWcc memory usage,
Tigon adopts the CLOCK policy [16]. Each tuple in CXL
memory is associated with a bit (the clock-bit, as shown
in Figure 3) stored in the HWcc record. The clock-bit is
set whenever a non-owner host accesses the tuple. To move
a tuple back, the owner host maintains a circular cursor to scan
the tuples in CXL memory. If the clock-bit for a tuple is set,
the host unsets it and moves the cursor forward. Otherwise,
the host moves the tuple back to local DRAM.

Software cache coherence. We co-design a novel software
cache coherence protocol that works with the database’s
internal synchronization. Tying coherence to synchronization
has the advantage that the coherence granularity is large (i.e., a
tuple, which is larger than a cacheline) and the maintenance of
coherence metadata is less expensive because it is combined
with synchronization tasks that are already part of the
database’s operation. The disadvantage is that the mechanism
requires source code changes and is specific to the database,
so it cannot be directly reused by other applications.

A database thread needs to take a latch before accessing a
tuple to ensure only one thread can read or modify this tuple.
Therefore, Tigon reuses this latch, HWcc-latch, to support
software cache coherence by embedding the metadata, SWcc-
bitmap, within the HWcc record.

The SWcc-bitmap uses a bit for each host (Tigon supports
up to 16 hosts) to track the hosts that can do cacheable loads to
SWcc rows, because cacheable loads have much lower latency
than non-temporal loads. When a host reads an SWcc row, it
looks at its bit in the SWcc-bitmap to determine how to access
the data in the row. If the host’s bit is set, it uses cacheable
loads. Otherwise, its cached copies might be out of date. So it
flushes the relevant cachelines, and reads the SWcc row from
CXL memory into the CPU cache, and sets its bit in the SWcc-
bitmap. So long as no other host updates the SWcc row (i.e.,
so long as the bit remains set), the host can use cacheable loads
to read the SWcc row. A host that updates an SWcc row will
unset the bits for all other hosts.

3.3 Transaction Execution
Transactions in Tigon use epoch-based group commit similar
to SiloR [82]. Tigon breaks transactions into epochs and
ensures that transactions in smaller epoch numbers are serially
ordered and committed before those in larger ones.
Workers. Each host in Tigon includes multiple threads for
executing transactions. A transaction is initially assigned to a
thread, called a transaction worker, for executing and commit-
ting this transaction. The transaction worker may ask another
host to do work (e.g., move data into CXL memory) to com-
plete the transaction it is currently executing. We call the host
the transaction worker runs on the local host and the partition
owned by the local host the local partition. Similarly, we call
the other hosts and the other partitions remote hosts and remote
partitions, respectively, with respect to the transaction worker.
Read, write, and range query. Algorithm 1 shows the
process of reading or writing a tuple in Tigon. If the tuple is
in the local partition, the transaction worker gets the local row
through the local index and further gets the HWcc record if
the tuple resides in CXL memory (Lines 1-11 in Algorithm 1).
To read or write a tuple (i.e., the ReadOrWrite function in
Algorithm 1), the transaction worker checks the 2pl-lock
to take a read or write lock or abort the transaction based on
the 2PL protocol. For example, if the write lock bit of the 2pl-
lock is already set, the transaction will be aborted. Otherwise,
the transaction worker proceeds to perform read or write.

To read or write a tuple owned by a remote host (Lines
13-22 in Algorithm 1), the transaction worker will ask a remote
host to move the tuple to CXL memory if it cannot find it in
the CXL index. Note that we use a while loop to retry the
data move in request because it is possible that the remote
host moves the tuple back to local DRAM before the worker
accesses this tuple. In practice, the worker will almost never
retry due to the data movement policy of Tigon.

Processing range queries is similar to processing read oper-
ations. If a range query is on the local partition, the transaction
worker searches the local index to get the local rows within
the range and optionally follows the shortcut-ptr to access
the tuples moved to CXL memory. Otherwise, the transaction



Algorithm 1: Read or write a tuple in Tigon.
Input: k – key of the tuple to be read or written

1 if k belongs to local partition then
2 localRow←Get(k, local index);
3 Acquire local-latch for localRow;
4 if shortcut-ptr of localRow is NULL then
5 ReadOrWrite(localRow);

6 else
7 hwccRecord← shortcut-ptr of localRow;
8 Acquire HWcc-latch for hwccRecord;
9 ReadOrWrite(hwccRecord);

10 Release HWcc-latch for hwccRecord;

11 Release local-latch for local row;

12 else
13 hwccRecord←Get(k, CXL index);
14 while hwccRecord is NULL do
15 Ask the owner host to move k to CXL memory;
16 if the host replies k does not exist then
17 return NOT_EXIST;

18 else
19 hwccRecord←Get(k, CXL index);

20 Acquire HWcc-latch for hwccRecord;
21 ReadOrWrite(hwccRecord);
22 Release HWcc-latch for hwccRecord;

worker will search the corresponding CXL index. If the CXL in-
dex does not include all tuples for the queried range, the worker
asks the corresponding remote host to move all tuples in that
range to CXL memory and searches the CXL index again.
Insert and delete. Inserting a tuple to local partition requires
creating a local row for the tuple and inserting it into the local
index. The challenge is inserting a tuple to a remote partition.
To address this challenge, our key idea is to let the remote
host prepare the index entry and metadata for the insert and
let the transaction worker perform the actual insert operation.
Specifically, the remote host is requested to create a local row
with the is-valid flag set to False, insert the local row to
its local index, and move the local row to CXL memory (the
value of the is-valid flag is copied from the local row to
the SWcc row). The is-valid flag prevents other transaction
workers from reading or writing this tuple. Afterward, the
transaction worker gets the HWcc record from the CXL index,
acquires the write lock, completes the insert by copying the
tuple to SWcc row and setting the is-valid flag to True.

The algorithm for deleting a tuple is similar to the one for
reading or writing a tuple. If the tuple belongs to the local
partition, the transaction worker acquires the write lock and
sets the is-valid flag to False to delete the tuple. To delete
a tuple from a remote partition, the transaction worker asks
the remote host to move the tuple to CXL memory, gets the

HWcc record from the CXL index, and sets the is-valid
flag to False. Deleted tuples are reclaimed using epoch-based
reclamation (details in 3.6).

3.4 Concurrency Control
Tigon manages concurrency at two levels: 1) maintaining and
accessing the CAT under concurrent accesses across hosts;
2) providing serializability for concurrent transactions.

3.4.1 Maintaining and accessing the CAT

Tigon has the following synchronization goals for maintaining
the CAT. (1) Even during data movement, HWcc records can
be safely inserted and deleted; (2) a worker thread on the owner
host can safely use the shortcut-ptr, even when tuples
are moving between CXL memory and local DRAM; (3)
workers from different hosts can concurrently and efficiently
get HWcc records by caching and reusing the pointers to
HWcc records within a transaction.

Tigon achieves these goals using (1) the local-latch,
which can only be accessed by a thread on the owner host; (2)
the CXL index, which can be accessed by any host; and (3)
the HWcc-latch, which can be accessed by any host.
Data movement. In Tigon, only threads on the owner host
can insert and delete HWcc records for data movement. If a
non-owner thread wants to insert or delete a record, it sends a
message to the owner host. The owner host will make inserted
HWcc records visible to non-owner hosts by putting their entry
in the CXL index, which it only does after all of its metadata
structures are valid. Deleted HWcc records are removed
from the CXL index by the owner host. HWcc records are
moved from CXL memory to local DRAM by the owner host
following a data movement policy.
Shortcut pointer. Owner hosts in Tigon can use theshortcut-
ptr of the local row to find and update a tuple in CXL memory
without searching the CXL index. Owner hosts can also move
their own tuple into or out of CXL memory by inserting or
deleting an HWcc record to/from the CXL index. The key chal-
lenge is to ensure that the value of the shortcut-ptr always
reflects the latest state of an HWcc record, even when a worker
thread accesses it while another thread wants to move it. The
shortcut-ptr must either point to the correct HWcc record
or it must be NULL if the tuple is not resident in CXL memory.
Tigon solves this challenge by reusing the database latch for
mutual exclusion. Each operation (i.e., data movement and
tuple get) needs to take the local-latch of the local row be-
fore executing, ensuring that only one worker from the owner
host can proceed at a time. Given that a non-owner host cannot
move a tuple directly, the tuple get operation can then safely
follow the shortcut-ptr to get the HWcc record. For data
movement operations, they will then insert the newly created
HWcc record into the CXL index, update the shortcut-ptr
to point to the HWcc record, and release the local-latch.



Non-owner get. Non-owner hosts get an HWcc record through
the CXL index and cache the pointer to the HWcc record
for subsequent accesses within a transaction. When a tuple
is being moved from CXL memory back to local DRAM,
the non-owner host must be able to safely dereference the
pointer to the HWcc record. At the start of a CXL memory to
local DRAM move, Tigon marks the SWcc row as invalid by
setting the is-valid flag to 0, allowing the non-owner host
to know that if they read this entry, they have followed a stale
pointer to an invalid entry. Tigon eventually reclaims invalid
entries using epoch-based reclamation (details in §3.6), when
it knows there are no more possibly stale pointers that point
to these invalid entries.

3.4.2 Serializing transactions

Two-phase locking. We adapt 2PL to Tigon, as described in
§3.3. 2PL requires a transaction to acquire either a read or write
lock before accessing a tuple, depending on the type of the ac-
cess. Lock acquisitions and releases are broken into two consec-
utive phases: the transaction only acquires or upgrades locks
in the first phase and only releases or downgrades locks after
all locks are acquired. Tigon uses Strong Strict 2PL (SS2PL),
which acquires locks during transaction execution and releases
them only upon completion [12, 24]. Tigon prevents dead-
locks by aborting a transaction when a lock request is denied
(NO_WAIT policy), following prior research [76] showing that
this approach yields better scalability than deadlock detection
for in-memory databases with a similar setup to Tigon.

As the first work to leverage CXL memory for building effi-
cient distributed transactional databases, we choose to support
conventional concurrency control protocols, 2PL and next-key
locking, rather than optimistic concurrency control (OCC)
and multi-version concurrency control (MVCC), even though
OCC and MVCC may yield better performance for read-heavy
workloads as shown in prior research [38, 68, 77, 79]. Support-
ing these protocols in Tigon requires addressing non-trivial
technical challenges and goes beyond the scope of this paper.
Phantoms and next-key locking. Phantom problems [24]
occur because 2PL locks only individual keys but does not
lock the gaps between them. For instance, when a transaction
scans a range, it locks only the tuples encountered during
the scan, but allows other transactions to modify the range’s
membership (e.g., through inserts), violating serializability.

The classic solution to addressing phantom problems is
next-key locking [55]. Records are accessed via an ordered
index (such as a B+-tree) and for inserts, deletes, scans, and
point queries on non-existing keys, locks are acquired for both
the key or key range and the next key in order.

We adapt next-key locking for Tigon. Supporting next-key
locking for a local index is straightforward, but a challenge
arises when a transaction worker needs to access data in a
remote partition. In this case, the worker relies on the CXL
index to perform next-key locking. Unfortunately, the CXL

index may not include the next key as it only includes a subset
of tuples from the local index.

To address this limitation, we enhance the CXL index with
additional next-key information. Each tuple in the CXL index
is augmented with the has-next-key flag indicating whether
its next key in the CXL index is also the next key in the local
index. With this mechanism, the transaction worker can safely
determine whether it can directly lock the next key in the CXL
index or needs to request a remote host to move the tuple for
the next key to CXL memory.

The has-next-key information may be updated whenever
an insert or delete operation is performed on the local index or
a tuple is moved into or out of CXL memory. Additionally, the
has-next-key information can be used to determine whether
the CXL index has missing keys with respect to the local index
for a given range, which can be used to support range queries
on the CXL index.

3.5 Logging and Recovery
As mentioned in §3.1, to avoid 2PC, Tigon maintains the CAT
to ensure each host can perform and log all modifications
to tuples involved in a transaction. Our logging protocol is
adapted from SiloR [82], a fast and scalable logging protocol
for in-memory databases. Since SiloR is designed for an
optimistic concurrency control protocol, we adapt its key ideas
to design a logging protocol for 2PL in Tigon.
Key ideas. Tigon shares high-level ideas with SiloR [82], in-
cluding epoch-based group commit and parallel value logging.
Specifically, Tigon guarantees that transactions with a smaller
epoch number are serially ordered and committed before those
with a larger epoch number. Transactions of each epoch are
committed by flushing the buffered log records to local storage.
To support parallel logging, each worker thread independently
generates a log record for each write at the commit phase,
including the value of the tuple being modified and the epoch
number and version number associated with the tuple. The log
records are sent to dedicated logger threads for persistence. To
support recovery, the protocol guarantees that the log record
with the highest epoch and the highest version number within
that epoch represents the most recent value for the tuple.
Logging. Tigon associates each transaction with an epoch
number, and each tuple with an epoch number and a version
number (i.e., epoch-version in Figure 3). The epoch number
of a tuple indicates the epoch of the most recent transaction
that modified it, while the version number specifies the most
recent version within that epoch.

Tigon maintains a global epoch number, E, that advances
periodically and is shared across all hosts via the HWcc region
of CXL memory. Since E advances slowly (e.g., every 10
ms in our prototype), synchronizations on E will not be a
bottleneck as SiloR shows [82].

During transaction commit, the transaction worker sets
the epoch number of the transaction by reading the current



E from CXL memory. When applying writes to the tuple, the
transaction worker updates the epoch number and version
number as follows. If the transaction’s epoch number equals
to the tuple’s, the version number is incremented. Otherwise,
the tuple’s epoch number is updated to the transaction’s epoch
number and the version number is reset to 0, indicating the
start of a new epoch.
Log records. A log record is generated for each write, insert,
and delete. It includes the identifier of the tuple (i.e., table ID
and primary key), the epoch-version, and the correspond-
ing value of the tuple or the delete operation. Each transaction
worker stores the log records in a memory buffer and passes it to
the logger thread when it fills or at an epoch boundary. Each log-
ger thread reads log buffers and flushes them to local storage. In
additional to the global epoch number, Tigon maintains a local
epoch number, el , for each logger thread, in the HWcc region.
Each logger thread increments el as it flushes the log buffers,
indicating that all log records with an epoch number less than
el are persisted to local storage. Transactions in an epoch e are
regarded as committed if e is less than el of all logger threads.
Recovery. With this logging protocol, Tigon can adopt the
same parallel recovery algorithm as SiloR. That is, Tigon can
move all log records of committed epochs to CXL memory
and then divide them across worker threads such that each
thread applies assigned log records in parallel. For a log record
that corresponds to a database tuple, it is applied to the tuple if
it has a larger epoch-version than the last log record applied
to this tuple. Otherwise, this log record is skipped.

3.6 Implementation
We implement Tigon in C++ by building on the Lotus [85]
codebase, which has ∼18,000 LoC. We added∼5,000 LoC.
Tigon provides read, write, delete, insert, and range query APIs
for developers to implement transactions or parameterized
transactions. We implement local index and CXL index using
an existing B+-tree implementation [84], which adopts the op-
timistic crabbing index concurrency control protocol [42]. We
extend the B+-tree to support next-key locking. Tigon adopts
offset pointers [14] to make CXL-resident data structures
position-independent. CXL memory is exposed as a CPU-less
NUMA node by Linux. We modify the mimalloc [41] memory
allocator to use the CXL memory region.

Each host in Tigon includes multiple worker threads for
processing transactions and data movement requests. If a
transaction needs to access data of another host, its worker
thread will send a data movement request using CXL memory
as a transport. A dedicated input thread pulls these requests and
dispatches them round robin to the local message queues of
worker threads. The worker thread will process data movement
requests from other hosts when it waits for the result of a data
movement request it makes, or after a transaction is finished.
If a transaction aborts due to a conflict, Tigon retries it until
success.

We implement Tigon’s CXL-based transport layer as lock-
free multi-producer single-consumer (MPSC) ringbuffers in
CXL memory. The metadata of the ringbuffer (e.g., head and
tail) is stored in the HWcc region while the buffer entries are
stored in the non-HWcc region. Each input thread is assigned
a ringbuffer for receiving messages from other hosts.

Tigon uses epoch-based reclamation (EBR) [25] to ensure
memory safety. To adapt EBR to the CXL pod, Tigon stores a
local epoch number for each worker thread (in addition to the
global epoch number and the per-logger local epoch numbers
in §3.5) in the HWcc region and maintains per-worker retired
objects list in the local DRAM of each host. Worker threads
check the global epoch number periodically to determine the
current epoch and update their local epoch number. Worker
threads reclaim the memory objects retired in a given epoch
only after all workers have exited that epoch.

4 Evaluation

We seek to answer the following questions:
• What are the end-to-end performance benefits of Tigon

compared with the state-of-the-art? (§4.2)
• How does varying the hardware cache-coherent (HWcc)

memory budget impact Tigon’s performance? (§4.3)
• What is the performance benefit of software cache coher-

ence compared with using HWcc memory only? (§4.4)
• How does logging impact the throughput and latency of

Tigon? (§4.5)
• How effective are our optimizations? (§4.6)

4.1 Experimental Setup

CXL pod emulation. We emulate a CXL pod on a machine
that includes an Intel Xeon Platinum 8568Y+ CPU, 512
GB local DRAM, and a 128 GB CXL 1.1 memory device.
Both the local DRAM and CXL memory use DDR5 4800
DRAM. The CXL memory module has a single memory
channel and is connected to the CPU via a PCIe 5.0 x8 link.
This CXL memory device has a 1.6× higher latency than the
local DRAM (259 ns vs. 159 ns), and its bandwidth is 13%
of the bandwidth of the local DRAM (31.8 GB/s vs. 238.3
GB/s) using Intel’s Memory Latency Checker [3] under a 3:1
read/write ratio. The machine is equipped with a Samsung
Datacenter SSD [5] for persistent storage and a 100 Gbps
Mellanox MT42822 BlueField-2 ConnectX-6 NIC.

We run 8 virtual machines (VMs) on this machine, each with
5 vCPUs and 10 GB local DRAM. We use SR-IOV to create the
virtualized network for our VMs, using TCP over Ethernet. We
configure the VMs to share the CXL memory device to emulate
a CXL pod that includes 8 machines sharing CXL memory.
There are currently no physical CXL devices that support inter-
host cache coherence. For our setup, the inter-VM cache coher-
ence is implemented by the physical machine’s cache coher-
ence, which will be faster than real inter-host hardware cache



coherence (when it becomes available). We analyze the poten-
tial impact of higher-latency inter-host cache coherence in §4.3.

We limit the HWcc region of the emulated CXL pod to 200
MB for all experiments. That is, our CXL memory allocator is
configured to allocate no more than 200 MB of HWcc memory,
despite the emulated CXL pod offering 128 GB. We study the
impact of varying HWcc memory budgets in §4.3 and adjust
the size of the HWcc region for that experiment only.

Baselines. We compare Tigon with three distributed databases,
Sundial [77], DS2PL [85], and Motor [79]. We do not compare
with Lotus [85] because it does not support all five transactions
in TPC-C. We choose Sundial and DS2PL as representatives of
traditional partition-based shared-nothing databases that sup-
port general-purpose transactional workloads, just as Tigon
supports them. DS2PL uses two-phase locking (2PL) for reads
and writes, similar to Tigon. Sundial includes an advanced con-
currency control protocol that uses OCC for reads and 2PL for
writes. Both Sundial and DS2PL are vulnerable to the phantom
problem [24] that Tigon correctly addresses. Motor is a state-of-
the-art distributed database that uses RDMA-based shared dis-
aggregated memory and achieves persistence via replication.

Improved baselines. For a fairer comparison with Tigon, we
enhance our chosen baselines in a number of ways. We imple-
ment next-key locking in DS2PL to avoid the phantom problem.
We enhance Sundial and DS2PL to support durability using our
logging protocol (§3.5). Sundial and DS2PL support only two
of the five transactions in TPC-C, so we added implementations
of insert, delete, and scan so they could execute all five.

Sundial and DS2PL originally use the network as their
transport layer as they adopt the shared-nothing architecture,
whereas Tigon uses a queue in CXL memory. To demonstrate
that Tigon’s superior performance is not simply due to its faster
transport layer, we upgrade Sundial and DS2PL to also pass
messages over CXL memory (i.e., Sundial-CXL and DS2PL-
CXL). Tigon uses 16 MB of CXL memory that is not hardware
cache-coherent (non-HWcc) for its message buffers and we
give the baselines 512 MB because they pass larger messages.

Using a memory queue for message passing allows us to
make another improvement: we repurpose an I/O thread as
a worker thread (for executing transactions). The IO thread
was necessary because it wrote to a network device and could
block in the OS, while our memory queue is non-blocking.
We name these improved baselines Sundial+ and DS2PL+.
We later show that these improved baselines outperform the
original Sundial and DS2PL, and only compare Tigon with
these improved baselines (§4.2).

Configurations and metrics. We run Tigon, Sundial, and
DS2PL in the VMs of the emulated CXL pod. For each test,
we run each system for 30 seconds to warm up and report the
performance for the following 30 seconds. We mainly present
throughput since Tigon prioritizes throughput over latency
using group commit, a common practice widely adopted in
transactional databases [9, 33, 69, 75, 77, 85]. We set each

epoch to be 10 ms for the group commit protocol.
We run Motor on four machines, each including two Intel

Xeon Platinum 8380 CPUs, 256 GB local DRAM, and a 25
Gbps Mellanox ConnectX-6 NIC. We use one machine as
the compute server and three machines as memory servers, as
the paper specifies [79]. Motor replicates its data in the three
memory servers to achieve durability. We configure Motor
to use 40 CPU cores to match the configuration of Tigon and
the other two baselines.
Benchmarks. We use the full TPC-C [7] and a variant of
YCSB [15] as our benchmarks. We configure TPC-C to use
24 warehouses (2.2 GB total), where each warehouse is a
partition, and store 3 warehouses in each host (one warehouse
per worker thread). We evaluate the standard mix for TPC-C’s
five stored procedures: 45% NewOrder, 43% Payment, 4%
OrderStatus, 4% Delivery, and 4% StockLevel. We configure
YCSB to generate a table including 2.4M tuples, each with
one 4-byte key column and ten 100-byte value columns (2.2
GB total) [15]. The table is range-partitioned into 8 partitions
across hosts. Each transaction performs 10 read or write opera-
tions with a configurable read/write ratio. The key accessed
by each operation is generated using the Zipfian distribution
with skewness factors of 0.7 and 0.99. We use 0.7 and 0.99 to
simulate medium-contention and high-contention workloads,
respectively, as done by prior research [79].

4.2 End-to-End Performance

We evaluate Tigon’s end-to-end performance using TPC-C
and YCSB.
TPC-C setup. The performance of the compared systems
changes significantly based on how many transactions access
data from multiple partitions. In the default configuration of
TPC-C, 10% of NewOrder and 15% of Payment transactions
access multiple warehouses (i.e., multi-partition transactions).
Therefore, we vary the two percentages proportionally, up to
60% remote NewOrder and 90% remote Payment transactions
(and we refer to this configuration as 60/90).
Performance of improved baselines. We measure the perfor-
mance benefits of the improved baselines using TPC-C with
varying percentages of multi-partition transactions. Figure 4a
and 4b show that replacing the network with CXL memory
increases the transaction throughput for the workloads that in-
volve multi-partition transactions since these transactions need
to exchange network messages during transaction execution
and 2PC. For the 60/90 configuration, performance improves
by 2.0× for both Sundial and DS2PL. Repurposing the I/O
thread as a transaction thread brings the total improvement to
39% and 32% when there are no multi-partition transactions
(0/0), and 4.2× and 3.9× at 60/90. The rest of our evaluation
compares only against the optimized baselines.
TPC-C performance. Figure 4c shows TPC-C throughput
under varying percentages of multi-partition transactions.
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Figure 4: TPC-C performance comparison, varying percentages of multi-partition transactions. We optimize (a) Sundial and (b) DS2PL by
replacing the original network transport layer (*-NET) with CXL (*-CXL), and again by replacing an I/O thread with a worker thread (Sundial+
and DS2PL+). (c) Then, we compare Tigon with Sundial+, DS2PL+, and Motor.
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Figure 5: YCSB throughput, varying both read/write ratios and
percentages of multi-partition transactions.

When there are no multi-partition transactions, Sundial+ and
DS2PL+ are 37% and 8.5% faster than Tigon, respectively.
The performance benefit of Sundial+ is due to its optimistic
concurrency control protocol and the fact it does not avoid
phantoms. Avoiding phantoms using next-key locking (§3.4.2)
costs Tigon 10%-12% of its performance across all tested per-
centages of multi-partition transactions; for TPC-C’s default
configuration of 10/15, a variant of Tigon that allows phantoms
(not shown in the figure) outperforms Sundial+ by 5.8%.

As the percentage of multi-partition transactions increases
to 60/90, Tigon outperforms Sundial+ by 75% and DS2PL+ by
2.5×. The throughput of Sundial+ and DS2PL+ drops signifi-
cantly due to the overhead of inter-host communication during
transaction execution and 2PC. For instance, in the 60/90 case,
Sundial+ and DS2PL+ send 3.3 and 4.1 messages per trans-
action, respectively, whereas Tigon moves the data that will
be accessed across hosts to CXL memory (during the warmup
phase) and does not send messages during transaction execu-

tion. More specifically, Tigon moves the CUSTOMER and STOCK
tables to CXL memory, withCUSTOMER containing 720K tuples
and STOCK containing 2.4M tuples. The two tables consume
176 MB of HWcc memory (for metadata) and 1.6 GB CXL
memory in total. No data is moved from CXL memory to local
DRAM during the experiment. For TPC-C, supporting soft-
ware cache coherence allows Tigon to use 8.2× more CXL
memory for sharing data.

Compared with Motor, Tigon achieves 15.9×-18.5× higher
throughput mainly because Motor shares and replicates data
in RDMA-based memory servers and suffers from the high
latency of one-sided RDMA operations. We observe that the
performance of Motor, approximately 30K/s, is constrained
by the limited network bandwidth (25 Gbps) of the machines
available to us. The original paper [79] reports that Motor
achieves a maximum TPC-C throughput of approximately
100K/s with 24 warehouses and 40 CPU cores. Tigon uses the
same configuration and its throughput ranges from 460K/s
to 528K/s, as shown in Figure 4c.

YCSB setup. We run YCSB with a skewness factor of 0.7
under varying percentages of multi-partition transactions and
different read/write ratios (i.e., 100R/0W, 95R/5W, 50R/50W,
and 0R/100W). To generate a multi-partition transaction, we
randomly choose a remote partition and have half (5) of the
operations access that remote partition.

YCSB performance. Figure 5 shows the results. When there
are no multi-partition transactions, the evaluated systems
(except Motor) perform similarly (within 3.3%) for workloads
with writes. For the read-only workload, Tigon outperforms
both Sundial+ and DS2PL+ once the percentage of multi-
partition transactions reaches 20% or higher. Comparing Tigon
with Sundial+ at 100% multi-partition transactions, Tigon is
2.0×–2.3× faster. Tigon moves all 2.4M tuples to CXL mem-
ory as they are accessed across hosts. These tuples consume
112 MB of HWcc memory and 2.6 GB CXL memory in total.
No Data is moved from CXL memory back to local DRAM, as
HWcc memory usage remains well below the 200 MB limit.
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Figure 6: Throughput of TPC-C (60% remote NewOrder and 90%
remote Payment) and YCSB (95%R, 5%W, 100% multi-partition
transactions) on 1, 2, 4, 6, and 8 hosts.

Motor’s performance is independent of the percentage of
multi-partition transactions, but it is 5.4×–14.3× slower than
Tigon. Results with a skewness factor of 0.99 show a similar
trend. For example, with 100% multi-partition transactions,
Tigon outperforms Sundial+ and DS2PL+ by 2.7× and 3.5×
for the 50R/50W workload, respectively. We use a skewness
factor of 0.7 for all remaining tests.
Scalability. We evaluate the scalability of Tigon, Sundial+,
and DS2PL+ by running TPC-C with 60/90 multi-partition
transactions and YCSB (95% reads, 5% writes) with 100%
multi-partition transactions on configurations with 1, 2, 4, 6,
and 8 hosts. As shown in Figure 6, Tigon scales efficiently,
achieving a 5.7× throughput improvement for TPC-C and a
3.5× improvement for YCSB as the number of hosts increases
from 1 to 8. In comparison, Sundial+ and DS2PL+ exhibit
significantly lower scalability, with throughput gains of only
2.4× and 2.1× for TPC-C, and 1.4× and 1.5× for YCSB,
respectively. The slope of Tigon’s TPC-C scaling graph from
2 to 8 processors is 55.1Ktx/s per processor, while Sundial+
is 29.9Ktx/s per processor and DS2PL+ is 21.6Ktx/s per
processor. For YCSB the slopes are 137.5Ktx/s per processor
for Tigon, and 61.1Ktx/s per processor for Sundial+ and
63.0Ktx/s per processor for DS2PL+.

We are unable to empirically determine the scalability limit
of Tigon due to hardware constraints that prevent large-scale
experiments. Performance could plateau for many reasons:
limited scalability of atomic instructions over CXL memory,
especially under contention, limited scalability of hardware
cache coherence, or the fixed size of the HWcc region could
all become bottlenecks. Identifying and analyzing these limits
is an important direction for future research.

4.3 Impact of Limited HWcc Memory
We measure TPC-C performance while varying the HWcc
memory budget from 10 MB to 200 MB. Figure 7 shows the
results. It is encouraging that even with as little as 50 MB of
HWcc memory, Tigon performs only 5.8% slower than the
configuration with unlimited HWcc memory.

With only 10 MB of HWcc memory, performance suffers
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Figure 7: Throughput of TPC-C and YCSB (95%R, 5%W), varying
both hardware cache-coherent memory budgets and percentages of
multi-partition transactions.

because transactions wait for data to be moved into and out
of CXL memory. When running TPC-C with a 60/90 mix of
multi-partition transactions, 10 MB of HWcc memory requires
Tigon to move 16K tuples in and out of CXL memory every
second. Bandwidth is not a factor limiting performance; Tigon
consumes only 367 MB/s of CXL bandwidth (approximately
1.1% of device bandwidth) in this configuration.

YCSB with a 95/5 read/write mix requires 100 MB to
achieve full performance because there is more multi-partition
sharing in YCSB than TPC-C—YCSB has only a single
table and every data tuple has a probability of being remotely
accessed. At 100% multi-partition transactions and with 10
MB HWcc memory, Tigon moves 110K tuples every second
and consumes 2.9 GB/s of CXL bandwidth (approximately
9.1% of device bandwidth).
Inter-host cache coherence. We emulate the latency of inter-
host cache coherence (i.e., back invalidations [2]) using inter-
core cache coherence on our hardware prototype. This under-
estimates the cost of inter-host cache coherence for our evalu-
ated systems. We cannot directly measure the number of back-
invalidates our workloads would generate, because there are no
hardware counters that report it and accurate modeling would
require knowing the cache state. However, we can measure
inter-host invalidates for our software cache coherence proto-
col (§3.2) for 60/90 TPC-C. We measure 12.0 million tuple
accesses that require inter-host invalidations (which is 14.5%
of total accesses, due to locality). If we conservatively estimate
back-invalidations to be 4× slower than local invalidations,
they would reduce performance by 41.4% (computed using the
CXL miss latency times four). Tigon would be 2.8%, 45%, and
9.6× faster than Sundial+, DS2PL+, and Motor, respectively.

4.4 Software Cache Coherence
We evaluate the performance impact of software cache coher-
ence by running TPC-C and YCSB (95% reads, 5% writes) in
four configurations: only using HWcc memory (NoSWcc), us-
ing HWcc memory and only using non-temporal loads/stores to
access CXL memory in the software cache-coherent (SWcc) re-
gion (NonTemporal), using HWcc memory and only allowing a
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Figure 8: Throughput of TPC-C and YCSB (95%R, 5%W) with
different software cache coherence protocols and varying percentages
of multi-partition transactions.

single host to read data in the SWcc region (NoSharedReader),
and Tigon with all optimizations for software cache coherence.
NoSWcc avoids cache coherence problems by only using
HWcc memory, but it suffers from the limited size of the HWcc
region. NonTemporal provides cache coherence by avoiding
the cache; accesses to the SWcc region use non-temporal loads
and stores which bypass the CPU cache. NoSharedReader
only allows reads of SWcc data for a single host at a time.

TPC-C. Figure 8 shows the benefits of Tigon’s software cache
coherence. When there are no multi-partition transactions, no
data is moved to CXL memory and all variants perform iden-
tically. Across all tested percentages of multi-partition trans-
actions, the NonTemporal configuration shows 4.5%-5.1%
less performance than Tigon. The small performance win is
because Tigon already caches tuples in local DRAM, which ob-
viates the performance advantage of cacheable access to CXL
memory. NoSWcc performs well at low multi-partition transac-
tion percentages because it uses the HWcc region to store data;
this data can be cached, leading to higher performance. How-
ever, as the number of multi-partition transactions increases,
the performance of NoSWcc drops because it requires frequent
data movement. At 60/90, NoSWcc is 19% slower than Tigon.
The loss of performance comes from the latency of moving 9K
tuples in and out of CXL memory every second. The workload
consumes 641 MB/s of CXL bandwdith, well within the de-
vice’s capabilities. TPC-C does not have read-shared data, so
NoSharedReader has almost identical performance with Tigon.

YCSB. YCSB has significant read-sharing and shared data.
NoSWcc is 19% slower than Tigon for 10% multi-partition
transactions, but it is 4.3× slower (and the lowest performing
option) at 100% multi-partition transactions. At 100% multi-
partition transactions NoSWcc’s performance is limited by the
latency of data movement to the HWcc region—115K tuples/s
(but only 3.0 GB/s bandwidth use;∼9.4% of CXL bandwidth).
Across all tested percentages of multi-partition transactions,
Tigon is 11%-20% faster than NonTemporal because data is
repeatedly accessed and Tigon can cache the tuples, which
is much faster than non-temporal reads. But the advantage is
small because Tigon caches tuples in local DRAM. At 100%

1ms 10 ms 20 ms 30 ms 40 ms 50 ms

TPC-C
Tput (Ktx/s) 508 525 532 535 537 540

p50 (ms) 17.7 22.6 26.0 31.6 37.3 43.3

p99 (ms) 345.0 54.9 57.0 64.7 75.2 86.8

YCSB (50% read and 50% write)
Tput (Ktx/s) 516 534 538 541 542 545

p50 (ms) 12.4 24.6 30.8 36.8 41.5 45.0

p99 (ms) 373.1 62.3 72.3 82.6 89.6 95.4

Table 1: Throughput, in Ktx/s (1,000 × transactions/second) and
latency (in ms) for different epoch durations, running TPC-C and
YCSB (50% reads, 50% writes) without multi-partition transactions.

multi-parition transactions, NoSharedReader is 15% slower
than Tigon. NoSharedReader’s performance suffers because
it manipulates the SWcc-bitmap, and the read-sharing of
data in YCSB means that NoSharedReader incurs 2.6×more
cacheline flushes than Tigon.

4.5 Logging and Latency
Tigon uses epoch-based group commit (based on SiloR [82])
to ensure that it can maintain high throughput at reasonable
latency. Committing logs at end of each transaction would pro-
vide low latency, but the resulting small, synchronous writes
would severely under-utilize storage bandwidth. The use of
virtualization further drops the storage bandwidth realized
inside the VMs (from 600 MB/s to 380 MB/s, tested using dd
with 4MB block size). To better utilize storage performance,
Tigon collects 4 MB of logs before flushing them to SSD.

Table 1 shows the throughput and latency for a variety of
logging epochs, running TPC-C and YCSB (50% reads, 50%
writes) with no multi-partition transactions. For a 10 ms epoch,
when compared with a 50 ms epoch, throughput for TPC-C
drops only 2.8%, while its p50 latency drops by 48%. With
a 10 ms epoch, Tigon has only 6.0% lower throughput for
TPC-C compared with Tigon without logging. YCSB shows
a similar result. Since Sundial+ and DS2PL+ adopt the same
logging protocol, their latencies are similar to Tigon. Motor
does not do group commit, but instead uses three in-memory
replicas to achieve durability, so their p50 latencies are in
the hundreds of microseconds. Tigon, instead, prioritizes
throughput over latency using group commit.

4.6 Optimizations

Using CLOCK. Tigon moves data into CXL memory on
demand, and uses the CLOCK algorithm to determine which
data to move back to local DRAM (§3.2). Tigon uses CLOCK
to minimize its use of HWcc memory and reduce the overhead
of maintaining the replacement metadata; we compare its
performance to the more accurate LRU policy to quantify the
accuracy sacrificed for metadata efficiency.



Implementing LRU requires more CXL memory and more
synchronization (than CLOCK) to maintain the LRU list. If we
place the LRU list pointers in HWcc memory, YCSB will re-
quire 149 MB of HWcc memory to move all its tuples into CXL
memory, which is 33% more than CLOCK (112 MB). If we
limit the HWcc memory budget to 100 MB,LRU is 2.4× slower
than CLOCK for YCSB with a 95/5 read/write mix and 100%
multi-partition transactions because HWcc memory is over-
subscribed. If we set the HWcc memory budget to unlimited
and run the same experiment, LRU is 17% slower than CLOCK
because of lock contention while manipulating the LRU list.
CLOCK is therefore preferred due to its metadata efficiency.
Shortcut pointer. Tigon maintains the shortcut-ptr in the
local row (Figure 3) to allow the owner host to find the tuple in
CXL memory without looking through the CXL index. Across
varying percentages of multi-partition transactions (excluding
0%), shortcut pointers improve throughput by 16% for TPC-C,
and by 8.3%–24% for YCSB with 95% reads and 5% writes.
Tracking tuple modifications. Tigon allows the owner host
to read CXL-resident tuples from local DRAM rather than
CXL memory when the tuple is clean (i.e., the is-dirty
flag in Figure 3 is False). This optimization is important for
read-heavy workloads; YCSB read-only throughput improves
by 60% for 10% multi-partition transactions and by 27% for
100% multi-partition transactions.

5 Related Work

CXL-enabled memory tiering. A lot of recent work on CXL
memory management focuses on system software moving
memory pages between local and CXL memory on behalf of
applications [22, 54, 59, 65, 83]. Much of the work focuses on
accurate detection of hot pages and policies for moving pages.
Some hot pages only contain a few hot lines [63], making
it difficult to recoup the cost of migration and motivating
systems where hardware migrates cachelines [83].
CXL-enabled memory pooling and sharing. Recent work
explores how CXL-enabled memory pooling and sharing can
reduce cost in datacenters and HPC systems [11,28,45,70],ben-
efit serverless computing [28, 57], and accelerate distributed
applications [50, 51, 81]. Distributed applications sharing
CXL memory are vulnerable to partial failures [81, 86]. CXL-
SHM [81] describes a distributed memory management system
based on reference counting that tolerates partial failures.
Databases over CXL memory. Many papers consider opti-
mizing databases using CXL memory [8, 10, 39, 60] such as
elastically allocating CXL memory [39] or leveraging it for
data shuffling [10]. One paper considers mapping SSD to the
memory address space through CXL protocols and adopting
hardware-based optimizations (e.g., (de)compression) when
databases interact with this memory address space [40]. Two
papers discuss the research opportunities of building databases
over CXL memory [27,43], but neither considers building a dis-

tributed transactional database over CXL memory. Pasha [29]
describes a database architecture for CXL pods,but Tigon is the
first system designed, implemented, and evaluated for a pod.

Distributed databases. Traditional distributed databases
adopt a partition-based shared-nothing architecture, but their
performance degrades quickly as the number of multi-partition
transactions increases [17, 33, 56, 66]. Many papers optimize
this architecture by reducing the number of multi-partition
transactions [18, 49, 58, 61], optimizing concurrency control
protocols [37,52,77,85], or eliminating or reducing the cost of
2PC [23, 34, 46, 48, 67]. Tigon’s performance remains robust
because it uses CXL memory to synchronize multi-partition
transactions instead of relying on message passing.

Many papers study RDMA-based distributed transactional
databases [4,13,19–21,32,44,62,71–73,75,78–80,87]. Some
of them optimize partition-based databases [13, 20, 21, 32, 62,
71–73] while more recent papers adopt a shared disaggregated
memory architecture to avoid multi-partition transactions [4,
19,44,75,78–80,87]. Motor [79] is a recent instance of this de-
sign and our evaluation shows the limits of its performance due
to the high cost of RDMA relative to CXL memory access (§4).

6 Conclusion

This paper introduces Tigon, the first distributed in-memory
database that synchronizes cross-host concurrent data accesses
via atomic operations on CXL memory. Tigon addresses the
inherent limitations of CXL memory, including higher latency,
lower bandwidth, and limited hardware support for cache
coherence, through three key innovations: a novel software
cache coherence protocol for extending the cache-coherent
region, efficient concurrency control protocols for maintaining
and accessing data in CXL memory, and a scalable logging
protocol for avoiding two-phase commit. Tigon is publicly
available at https://github.com/ut-datasys/tigon.
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